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Abstract 

Recently, in data science one of the most important issues has been discovering actionable information, interpretable patterns and relation-
ships in large volumes of data. This process is called data mining and is commonly being used in science, engineering, business and security. 
One of the main methods of data mining is similarity search of time series. The approach that is discussed in this article is based on Piecewise 
Linear Representation of time series that imply two steps of measuring time series similarity. A new method of piecewise linear approximation 
of non-stationary time series is developed.  
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Introduction
Recently, one of the most important issues in data analysis 
has been extracting information from large data warehous-
es. This process is called data mining and is commonly be-
ing used in many business and research applications. One 
of the main methods of data mining is similarity search of 
time series. If a large database of time series is given to 
select the time series that is the most similar to predefined 
time series, then a proper algorithm is needed in order to 
discover the most similar time series among thousands. To 
clarify the problem let’s assume that we have predefined 
time series X which will be taken as a pattern for similarity 
search. Database D is the set to be tested time series. In this 
case the main task is to detect the most similar time series 
to pattern X from database D. This type of example can be 
extended into much more complex statistics and other di-
verse fields. A variety of similarity search techniques have 
been implemented to solve this problem.  Finding similarity 
between two time series basically can be performed with the 
simplest method called Euclidean distance (Faloutsos, et 
al., 1994). Dynamic Time Warping technique (Berndt & Clif-
ford, 1994) mostly used in speech recognition field. Another 
frequently used similarity search technique is Longest Com-
mon Subsequence Measure (Das,, Gunopulos & Mannila, 
1997). In the present paper new approach and new compu-
tational algorithm has been developed for the certain types 
of data series – the non-stationary data series contained 
Piecewise Linear profiles (Milnikov & Satybaldiev, 2014)  
This approach is based on Piecewise Linear Representation 

of time series that imply two steps of measuring time series 
similarity which are  developing of piecewise linear approxi-
mation of time series and test of similarity criteria of meas-
ured time series with pattern time series. For this purpose, 
we developed new technique based on the work of Milnikov 
& Sayfulin (2012) for the easier representation of nonlinear 
function in the form of linear segments by approximating it 
with the help of the sum of linear dependencies. 

Theoretical Foundations
Let us set the time-series x(ti) (i=1,2,…,n), which is charac-
terized by the existence of local linear trends, and presented 
by n samples taken at equal intervals of time: ∆t=T/n (ti=t(i-

1)+∆t), where the T - is time of observation. It is required 
to find a piecewise linear approximation. We first consider 
more general case of a piecewise polynomial approxima-
tion.

Piecewise Polynomial Aggregate
Let us consider the system of m polynomials of an independ-
ent variable t≥0.
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Where ( )j 1, ,i
j irα = … - unknown coefficients of ith polyno-

mial; r
i
 – order of ith polynomial.

Let us assume that each of these polynomials equals to 
zero at   t>τi, where τi- real numbers such:
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We call the intervals Ii=[0,τi], as supports of ith poly-
nomial (1), i.e., ( )1 , , , , 0
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.The intervals Ii are called netsystem of polynomials (1), and 
points of τi – its nodes. We simplify the notation of function 
(1) and write  Pi (t), implying that polynomial  Pi (t), in ad-
dition to the independent variable t, it also depends on ri 

parameters and terms τi which determines the upper limit of 
its supports.

Let us introduce a new function
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It is not difficult to see that function F(t) is finite on its 
support [0,T ], and continuous on it, however, its first deriva-
tive discontinues at net’s node τi (i=1,…,m). Indeed, at
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These limits are equal at point t=tk, as, by definition, of 
Pk (τk )=0. At the same time derivative of Pk’ (τk )≠0, therefore, 
it is clear that

( ) ( )lim lim
k kt t t t

F t F t
→ − → +

≠′ ′

(4)
at points τi  (i=1,…,n).

The function (2) is called Approximation aggregate, 
and polynomials (1) - Aggregate’s components.  Let us as-
sume that the net’s nodes are defined, such, that the points 
τi  (i=1,…,n) are known, then it is clear that the Aggregate is 
defined by parameters of 
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m

i
i

r r
=
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 , 

which can be estimated via the least squares method by 
adding constraints, ensuring the continuation in the nodes. 

The following should be noted. Piecewise structure of the 
Aggregate is determined by the fact that certain components 
of polynomials are finite, and their supports Ii=[0,τi] form a 
nested sequence of non-decreasing intervals

1i iI I +⊆

So, formally recorded function of Aggregate in the form of 
(2), can be represented as follows:
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where i0 –the value of index is equal to index of the τi, for 
which condition of

)0)min(( ≥−
i

tiτ
τ

is hold, i.e.it is the one of the values of grid point intervals Ii 
nearest to the right of the current (wherein we calculate the 
value of the aggregate). 

ia  - slope of the Aggregate’s straight line equation, that
is a component of a first degree polynomial;

id - intercept of polynomial component.

Taking into account that

i
i
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=

one can rewrite (5) in the form of

0

( ) (1 )
m

i
i i i

tF t d
τ=

= −∑
(6)

Note that the sum of lower limit is a variable, depend-
ing on t, and values of di are unknown. Now it is possible to 
pose an identification problem.

Given the n observed values of time series of x(ti) 
(i=1,2,…,n) and τi (i=1,…,m) grid nodes  at interval (0, τmax) 
it is required to determine such values of di, which minimize 
i functionals of type (4), i.e. local linear approximations of 
initial time series of x(ti)  (i=1,2,…,n)

(7)

(k=1,2,…,m) (7)

Let us review the problem (7) in detail.

Let us have m intervals l1 =(0, τ1), li =(τi -1, τi),…,Ir=(τr-1, τm), given by m nodes, and let the values tj (j=1,..., n, n ≥m) 
distributed in such a way that at least one of them falls into 
one of the intervals Δi. Denote the numbers of points tj, fall-
ing into the i-th interval through ki.  Obviously the numbers 
of ki must satisfy the constraint
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Hence we have m clusters of points  tj, randomly allo-
cated all along the intervals Ii. Note that some of them can 
coincide with reference points. Consequently, there are m 
unknowns di, therefore, it is necessary to set n ≥ m values 
of ti, and thereby x( )jt  is leading to a system of linear equa-
tions with the matrix x( )j ji it A d=   

x( )j ji it A d=  (i=1,…,m; j=1,…,n). 
(8)

which is rectangular matrix if n>m and square if n=m.

From the above it is not difficult to conclude that the 
matrix A of the system (8) for n> r is as follows (Milnikov & 
Sayffulin, 2012)
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while for n=r
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In the first case, we have over determined the system 
of n × r (number of equations is greater than the number of 
unknowns), and to determine the di it is necessary to use at 
least square method, and in the second case - the system of 
linear equations r × r.

It is not difficult to solve the second problem since it 
leads to the solution of system (8) by matrix (10), which is 
triangular in our case. Therefore, the solution of the prob-
lem can be written even in explicit form without resorting the 
numerical methods. Unlike to the latter, there is an overde-
termined system (the number of equations is greater than 
the number of unknowns) in the first case. Therefore, it is 
unnecessary to use the least square method.

It is necessary to note the following. We approximate 
the time series, which is dealing with the function of one vari-
able . However, the system (8) presents this dependence as 
a function of m variables: ti(i=1,…,m), moreover, in (8) there 
are not used ti themselves, but the functions of the following 
variables -

(1 )i

j

t
τ

− ,

which was created by using a language regression analysis, 
a matrix of observation A of size n × r, shown in (9) and 
(10). The values of di (i=1,…,r) are considered as estimat-
ed parameters, i.e., the intercepts of  linear components of 
the aggregate. Accordingly, the problem of piecewise linear 
approximation of time series is represented as a linear re-
gression problem of m variables. As a result of identifica-
tion of aggregate components, obtained in such a way, that 
approximating Aggregate (refer to the proof above in 2. 1) 
is continuous. In addition, proposed approximation method 
has advantages compared to the conventional method of 
constructing the linear splines, as it does not require com-
ponents matching in nodes of approximation and enables 
application of standard procedure of multivariate linear re-
gression with no additional restrictions. To reiterate, in this 
case the columns of matrix (9) must be used as independent 
variables.

Realization of the method

We represent efficiency of the developed method with the 
example of time series represented by means of its 463 ob-
servations (fig.1 and fig.2, green points).

The approximation procedure should start with forming 
m x n matrix of m independent variables of price, where m 
is the number of anticipated elementary demands, defined 
by backup-prices and observed data. We have created spe-
cial function in MATLAB programming language. Input pa-
rameters of the function are: n - number of observations of 
demand; m – number of nodes (Milnikov & Sayffulin, 2012).  
The output of the function is Am×n matrix (9) of m variables 
of time corresponding to nodes points. Values of each vari-
able corresponded to the certain node τi (i = 1,2,…,m) within 
the interval [0,τ_i] which are not equal to zero, and they all 
are zeros in the interval (0,tn].  Thus there are m independ-
ent variables constructed on the base of the independent 
variable (time). This approach is very similar to the method-
ology of regression of dummy variables introduced by Suits 
(Draper & Smith,, 1998). 

After forming the matrix of input variables conventional 
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linear multiple regression method should be applied .

The result of the application of the Piecewise Linear Ap-
proximation is shown in the Figure1.

Figure 1. Piecewise linear approximation of a time series: number of sam-
ples, n=463, Number of nodes m=7: 50, 75, 125, 200, 250, 300, 350

Calculated value of F-criteria estimated for 7-fimension-
al regression model is F7,362=33.61, whereas table value is 
F7,362

tab=2.03

We also represent the same time series, but approxi-
mated by means of 5 nodes, which is shown in Figure 2.

Figure 2. Piecewise linear approximation of a time series: number of sam-
ples, n=463, Number of nodes m=5: 50 200 250 300 350

We also represent the same time series, but approxi-
mated by means of 5 nodes, which is shown in figure 2. 
Calculated value of F-criteria estimated for 5-dimensional 
regression model is F5,362=71.9, whereas table value is 
F5,362

tab=2.24. 

It is clear that in both cases approximations should be 
considered as adequate, but no doubts that taking few nodes 
is better, as it simplifies model without losing its accuracy. It 
raises the question: how to determine the minimal number of 
nodes which gives the best approximation of peculiarities of 
the Time series under interest? This problem is considered 
in details in the work of Milnikov & Satybaldiev (2014).

Conclusion
This article has presented the new method of piecewise lin-
ear approximation of nonlinear single variable functions with 
the relevant type of profile. 

We would like to underline the benefits of the proposed 
approximation method compared to the conventional sub-
ject of building the linear splines:

1. It uses standard n-dimensional linear regression
analysis procedure, which makes it easy to use;

2. As a result of the latter, it does not require usage of

restrictions in approximation nodes, thereby simplifying the 
process of approximation design for certain Time series. 
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